Statistics 742  Theory of Linear and Mixed Models
Autumn 2005
Course Web Site:  http://www.stat.ohio-state.edu/~goel
Instructor: 
Professor Prem Goel, 204C Cockins Hall, 292-8110
E-mail: goel@stat.ohio-state.edu
Office Hours: MW 3:00PM-4:36PM or by appointment.
Graduate Teaching Assistant: 
Ms. Lai Wei, E-mail: weil@stat.ohio-state.edu
Office Hours: Wednesday 1:00PM- 3:00PM in CH412C
Course Goals: To develop a critical understanding of the theoretical basis of statistical methods for linear models. This course builds a foundation for all statistical modeling. Extensive problem solving is critical for a thorough understanding of the course material. 
Prerequisites: 

· Knowledge of basic theoretical statistics at the level of Stat 620-622

· Linear Algebra (Finite dimensional vector spaces and matrices): Stat 656 or Math 568
Text Book: 

· N. Ravishanker and D. Dey (2002) A First Course in Linear Model Theory, Chapman & Hall.  Details of the Numerical Examples in the text book available at http://www.stat.uconn.edu/~nalini/
Supplementary Texts:

· Arnold, Steven F. (1981) The Theory of Linear Models and Multivariate Analysis, John Wiley & Sons

· David Harville (1997) Matrix Algebra from a Statistician's Perspective, Springer-Verlag

· Y. Hochberg and A. Tamhane (1987) Multiple Comparison Procedures, J. Wiley & Sons
· C.R. Rao and Helge Toutenburg (1999) Linear models: Least Squares and Alternatives, Springer-Verlag

· Henry Scheffe (1959) The Analysis of Variance, J. Wiley & Sons
· George A. F. Seber (1977) Linear Regression Analysis, J. Wiley & Sons

Home Work Assignments:  Problem sets consisting of important theoretical facts used in lecture and examples illustrating the theory outlined in lecture will be assigned.  A total of seven home work assignments will be given on Thursdays (9/28, 10/5, 10/12, 10/19, 11/2, 11/9, 11/16).  Submit your home work as you enter the classroom on the following Thursday.  You are encouraged to discuss homework problems in study teams, but you must write your own solutions. Solutions to Home work and the Midterm Exam will be posted on the website. To be fair to everyone, late assignment will not be accepted. The six best scores will be counted towards the grade. 
Examinations (Closed book, Closed notes):  Midterm Exam - In Class on Thursday, October 26, 
Comprehensive Final Exam - 1:30PM - 3:18 PM on Tuesday, December 5.
Course Grades: Based on clusters in the overall scores with the following weights:  

Home Work Assignments - 25%, Mid Term Exam - 25%, Final Exam - 50%
Course Outline
I.  Preliminaries
· Introduction 
· Review of Linear Algebra (Chap. 1)
· Special Matrices (Chap. 2)
· Generalized Inverses and Solutions to Linear Systems (Chap. 3) 
· Distribution Theory
1. Multivariate Normal (Sec. 5.1- 5.2) 
2. Noncentral Chi-Square, T, and F (Sec. 5.3)
3. Quadratic Forms (Sec 5.4)
II. Theory of Fixed Effects Linear Models 
· Introduction to the Linear Model (Sec 4.1)
· Point Estimation (Sec. 4.2, 4.3, 4.4, 4.6)
1. Full-rank case
2. Non-full rank case
· Generalization from 
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(Sec. 4.5)
· Testing Hypotheses 
1. Properties of Least Squares Estimates (Sec. 7.1)
2. General Linear Hypotheses (Sec. 7.2)
3. Examples

· Testing Several Hypotheses (Sec. 7.4)
1. Nested Hypotheses
2. Orthogonal Hypotheses 

· Simultaneous Confidence Intervals (Sec. 7.3.1)
· Robustness of Normal Theory Tests and Confidence Sets (Handout)
1. Non-normality of Errors
2. Inequality of Variances
3. Dependence of Observations

III. Multiple Comparison Methods (Sec. 7.3.2 - 7.3.3)
· Introduction

· Tukey Method
· Scheffe Procedure
· Other Methods
IV. Mixed and Random Effects Models (Chapter 10)
· Introduction 
· Estimating Variance Parameters
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